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Abstract 
The complexity and scale of big data impose tremendous challenges for their analysis. Yet, big data 
also offer us great opportunities. Some nonlinear phenomena or relations, which are not clear or 
cannot be inferred reliably from small and medium data, now become clear and can be learned 
robustly from big data. Typically, the form of the nonlinearity is unknown to us, and needs to be 
learned from data as well. Being able to harness the nonlinear structures from big data could allow 
us to tackle problems which are impossible before or obtain results which are far better than 
previous state-of-the-arts. 
 
Nowadays, deep neural networks are the methods of choice when it comes to large scale nonlinear 
learning problems. What makes deep neural networks work? Is there any general principle for 
tackling high dimensional nonlinear problems which we can learn from deep neural works? Can we 
design competitive or better alternatives based on such knowledge? To make progress in these 
questions, we have designed new nonparametric methods which are scalable in terms of memory, 
computation and statistics. These methods allow us to conduct “lesion-and-replace” experiments on 
existing deep learning architectures using large scale image datasets. The experimental results 
provide insights to four important aspects of deep learning, namely the usefulness of the fully 
connected layers, the importance of the compositional structures, the advantage of the feature 
learning process, and the limitation of the gradient descent updates.  Our results also point to some 
promising directions for future research. 
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